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The study objectives were to investigate the effect of heritability level, progeny number per 
sire, type of algorithm, type of model and type of trait on the quality of heritability 
estimates.  Two simulation programs were used, one to simulate a continuous trait and 
another to modify it into a binary trait.  Twelve populations were created (three heritability 
levels*four levels of progeny number per sire), each with three parities and twenty 
replicates.  Each replicate was analyzed by sire and animal models, using two algorithms 
(MTDFREML or Gibbs Sampling, GS).  Bias and mean squared errors (MSE) of heritability 
estimates were used to assess the quality of heritability estimates.  The effect of heritability 
level, progeny number per sire, type of algorithm, type of model, type of trait and the 
interactions on bias and MSE were examined.  For estimating variance components, for 
continuous trait, the animal model was the best in the case of using MTDFREML and GS.  
For binary trait, within GS, the sire model was the best at heritability equals to 0.1 with 
progeny number more than 5 whereas, at heritability equals to 0.25 or 0.5 with 20 progeny, 
the use of animal and sire models were equivalent.  
INTRODUCTION 

Variance components estimation is always an important tool in developing animal 
breeding improvement programs. (Schaeffer, 1984). 

For categorical traits, genetic parameters are usually computed from sire or animal 
variances and (co)variances.  For the estimation of genetic parameters, the heritability 
estimates resulting from threshold model were higher than those resulting from linear 
model; the primary reason for the difference being that the heritability from the linear model 
is expressed on the observed scale while habitability from the threshold model is on an 
underlying liability scale (Luo et al, 2001).  The same author reported that the threshold 
animal model using Gibbs Sampling may yield biased estimates, so the threshold sire model 
is an alternative model for genetic analysis of categorical trait.  To test the quality of 
heritability estimates, the bias and MSE are to be used; an estimator with lower MSE being 
more precise.   

The objective of this study is to investigate the effect of heritability level, number of 
progeny per sire, type of algorithm, type of model and type of trait on the quality of the 
heritability estimates as judged by bias and MSE.  
Material and Methods 
Simulation procedure 

A Mont Carlo simulation technique using SAS (1996) with assumed mean (0) and 
variance (1) was used to simulate the continuous trait according to Analla et al (1995) the 
following model was used for simulation: 225.0)(5.0 pjik hXDSG σ++=  ,  (Model 1) 

Gk is equal to the genetic value of an individual k, a progeny of sire (Si) and dam (Dj), 
X is random number taken from normal distribution with mean 0 and variance 1, h2 is the 
heritability and σ2

p is the phenotypic variance. 
Parametric phenotypic, genetic, permanent environmental and residual variances used 

to generate the studied samples were generated according to Al-shorepy and Notter, 1996 
and modified to meet the need of simulating three levels of heritability.  With three levels of 
heritability (0.1, 0.25 and 0.5) and four classes for the number of half-sib progeny per sire 
(5, 10, 15 and 20), twelve populations were simulated with three levels of parity, as the only 
fixed effect, and twenty samples (replicates) for each population were generated.  Number 
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of records in the simulated population in each of the three levels of parity was 250, 500, 750 
and 1000 belonging to 5, 10, 15 and 20 half-sib daughters for each sire.  Number of sires 
used in each case was 50.  Each sample was categorized using a random variety from a 
binomial distribution (RANBIN Function) with SAS (1996) to obtain the binary response 
variable studied. So, two copies of each generated sample were obtained, the first contained 
the underlying continuous variable and the second contained the binary response. 
Statistical analysis 

Heritability estimates of the studied variable were estimated for each copy of each 
sample in the 12 simulated populations (i.e. three levels of heritability * 4 family size), 
obtained from the animal and sire models using two algorithms (multiple trait animal model 
program (MTDFREML) proposed by Boldman et al (1995) and Gibbs Sampling program 
proposed by Van Tassell and Van Vleck (1995)), though only a single trait was analyzed at 
a time.  The linear animal model used for continuous and binary traits was: 

y = Xβ + Zaa + Zcc + e,                                                                                  (Model 2) 
where,  
y is the vector of observation; X is the incidence matrix for fixed effects; β is the vector of 
an overall mean and parity (3 classes); Z is the incidence matrix for random effects; a is the 
vector of direct genetic effects of cow; c is the vector of permanent environment effects; and 
e is a vector of random errors normally and independently distributed with zero mean and 
variance σ2

eI. 
The linear sire model used for continuous and binary traits was: 
y  = Xβ + Zss + Zcc + e,                                                                            (Model 3) 

where, 
s is the vector of direct genetic effects of sire; and other terms in the model are defined as in 
model 2.  

Two measures were calculated to estimate the correspondence between assumed and 
estimated values.  These are bias and MSE.  The estimates of bias in heritability estimates 
were calculated as the difference between the heritability values obtained from each analysis 
and the parametric value (Elsayed, 1997).  The bias was calculated as follows: 

Bias = [E(bR)-B]     (Neter et al, 1985) 
where, 
bR the expected value of the deviation of the biased estimator from the true 
parameter B. 

The MSE (equals the variance of the estimator plus the squared bias) was calculated 
as follows : 

222 ])([)()( BbEbBbEMSE RRR −+=−= σ    (Neter et al., 1985), 
Analysis of variance 

Analysis of variance was performed to study the effect of heritability level (0.1, 0.25 
and 0.5), number of progeny per sire (5, 10, 15 and 20), type of algorithm (MTDFREML or 
Gibbs Sampling), type of model (animal or sire model) and type of trait (continuous or 
binary trait) on the bias and MSE for heritability estimates obtained from the studied 
samples. To analyze MSE, data were transformed to their square root form to meet the 
characteristics of hypothesis testing. Preliminary analysis with full model was performed to 
identify significant terms, then the analysis was repeated with only significant terms 
retained.  
The following model was applied using SAS (1996) to analyze the bias: 
Yijklmn=µ+hi+nj+ak+ml+tm+eijklmn,                                                                                      (Model   4) 
All possible significant interactions were included in the analysis. 
where, 
Yijklmn is the dependent variable of the nth record in the ith heritability, jth number of 
progeny, kth type of algorithm, lth type of model and mth type of trait; µ the overall mean of 
bias; hi the effect of the ith heritability, i=1 to 3; nj the effect of the jth number of progeny, 
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j=1 to 4; ak the effect of the kth type of algorithm, k=1 and 2; ml the effect of the lth type of 
model, l=1 and 2; tm the effect of the mth type of trait, m=1 and 2 and eijklmn the effect of 
random error, associated with each observation assumed to be normally and independently 
distributed with 0 mean and variance I σ2

e. 
The same model was used using SAS (1996) to analyze the mean squared errors. 

RESULTS AND DISCUSSION 
All studied effects (heritability level, number of progeny, type of algorithm, type of 

model and type of trait) had significant effects on bias and MSE (p<0.0001).      
Based on the results of bias, Figures (1) and (2) show a decision chart for estimating 

variance components related to continuous and binary traits.  For continuous trait, Figure (1) 
indicates that at any level of h2 with any number of progeny per sire, the use of 
MTDFREML by animal model was the best.  For binary trait, Figure (2) indicates that 
generally, the use of GS was appropriate for analysis of binary traits at any level of h2.  This 
result confirms the findings of Luo et al. (2001) indicating linear models as inappropriate 
for analysis of binary response traits.  Also, for binary trait within GS at h2 equals 0.1 or 
0.25, the use of sire model was appropriate whereas at h2

 equals to 0.5, the use of animal 
model and sire model was equivalent. This indicates that threshold single trait sire model 
could be a good alternative model compared to animal model for genetic analysis of binary 
traits.  This result is in agreement with those reported by Hoeschele and Tier (1995) who 
reported that for categorical traits, because of the extreme category problem in which all 
observations from some subclasses are in the same category, threshold animal model using 
GS may yield biased estimates, poor or slow mixing of Gibbs chain, or even “blowing up” 
of the Gibbs chain.  Figures (3) and (4) show the decision chart for estimating variance 
components for a continuous and binary traits, based on MSE criterion.  Figure (3) indicates 
that for continuous trait at any level of h2 with any number of progeny per sire, the use of 
GS by animal model was the best.  This result confirms those obtained by Mousa and 
Elsayed (2001) who indicating that GS had consistently smaller MSE than MTDFREML, 
due to the influence of the prior distribution of the variance components on the posterior 
distribution.  Figure (4) indicates that, generally, the use of GS was appropriate for analysis 
of binary traits at any level of h2.  Within GS at h2 equals 0.1, the use of sire model was 
appropriate whereas at h2

 equals to 0.25, the use of animal model and sire model was 
equivalent.  At h2 equals to 0.5, the use of animal model was appropriate.  

From results of bias and MSE, for binary trait, the conclusion as what methods to use 
based on bias agreed with those based on MSE, i.e. for the cases of use of sire model by GS 
at h2 of 0.1 with 10, 15 and 20 progeny, the use of sire model by MTDFREML at the same 
level of h2 with 5 progeny per sire and use of sire model by GS at h2 equals to 0.25 or 0.5 
with 20 progeny per sire (Figure 5) judging based on MSE and bias leads to the same 
conclusion.  
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Figure 1. Decision chart for recommending the best model type – 
algorithm combination to estimate variance components in case of 
a continuous trait, based on bias.
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Figure 2. Decision chart for recommending the best model type – 
algorithm combination to estimate variance components in case 
of a binary trait, based on bias. 

Figure 3. Decision chart for recommending the best model type – 
algorithm combination to estimate variance components in case of 
a continuous trait, based on MSE.

Figure 4. Decision chart for recommending the best model type –          
algorithm combination to estimate variance components in case of a 
binary trait, based on MSE. 
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CONCLUSION 
If the aim was to estimate variance components, the conclusion is that for continuous 

trait, the animal model is the best with MTDFREML or GS at all levels of h2 with any 
number of progeny per sire.  For binary trait, GS is the best algorithm at all levels of h2. 
Within GS, the sire model is the best at low h2 with any number of progeny more than 5 
whereas, at h2 equals to 0.25 or 0.5 with 20 progeny per sire, the animal model is equivalent 
to sire model. 
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Figure 5. Decision chart for recommending the best model type – 
algorithm combination to estimate variance components in case of 
a binary trait, based on bias jointly with MSE. 


